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Abstract

We extend the Lévy-Khintchine representation for an infinitely divisible distri-

bution to define a driving process in the context of the bond price framework

developed earlier. We describe a methodology using subordination to construct

such processes and we develop some examples in detail.
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1 Introduction

In our previous work [9] we have described the bond price process in terms of

semimartingales where we used the characterization in terms of its set of charac-

teristics. One advantage of this approach is that we can impose conditions needed

for our results explicitly on the drift, diffusion, or jump components of the model.

When the price dynamics is described by a diffusion with jumps driven by a Lévy

process then the price itself is represented by a Lévy process. In this case the

representation in terms of characteristics (for a fixed t) coincides with its Lévy-

Khintchine representation.

In this paper, we first define a Lévy process to be used as driver for our finan-

cial model. To this end, we first construct an infinitely divisible distribution to

describe the behavior of the increments. We then use a result that allows us to

extend its Lévy-Khintchine representation to define the distribution of a Lévy

process at each point in time. This extension is a special case of the set of char-

acteristics which describes the process in terms of a semimartingale. Once this

set is obtained then it may be used in our financial model since the price process

(specified by its characteristics) was defined in terms of the characteristics of the

driving process.
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2 Summary of the General Model

This section is a summary of the framework for bond price dynamics in the context

of a diffusion with jumps described in [9].

2.1 Introduction

We assume the canonical setting. Let P(t, T ) be the price at time t of a bond

which matures at time T . It is assumed that for each T > 0, ({P(t, T )}0≤t≤T is

an optional, {Ft}-adapted process, and for each t, P(t, T ) is P -a.s. continuously

differentiable in the T variable. Let f(t, T ) denote the T -forward rate at time t,

defined by f(t, T ) = − ∂
∂T

P(t, T ). The short rate r is defined by rt = f(t, t), and

the money account process B is defined by

Bt = exp

(∫ t

0

rsds

)
.

In order to model the bond price dynamics we could start with a description of

the forward rate or short rate dynamics. Alternatively, we could follow a direct

approach, obtaining P(t, T ) as the solution of a stochastic differential equation.

Therefore, we are interested in studying dynamics of the following forms:

drt = atdt + btdWt +

∫

E

q(t, x)µ(dt, dx), (1)

dP(t, T ) = P(t−, T )

{
m(t, T )dt + v(t, T )dWt +

∫

E

n(t, x, T )µ(dt, dx)

}
, (2)

df(t, T ) = α(t, T )dt + σ(t, T )dWt +

∫

E

δ(t, x, T )µ(dt, dx). (3)
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The coefficients b(t, T ), v(t, T ), and σ(t, T ) are assumed to be m-dimensional row

vector processes. The following technical assumptions will be needed:

Assumption

1. For any fixed T > 0, n(t, x, T ) and δ(t, x, T ) are uniformly bounded. Fur-

thermore, for each t,

∫ t

0

∫

E

h′(n(s, x, T ))F (dx)ds < ∞,

where h′(z) = |z|2 ∧ |z| for z ∈ R.

2. For each fixed ω, t, and (where appropriate) x, all the objects m(t, T ),

v(t, T ), n(t, x, T ), α(t, T ), σ(t, T ) and δ(t, x, T ) are assumed to be continu-

ously differentiable in the T -variable.

3. All processes are assumed to be regular enough to allow us to differentiate

under the integral sign as well as to interchange the order of integration.

4. For any t the price curves P(ω, t, T ) are bounded functions for almost every

ω.

Proposition 1. If f(t, T ) satisfies (3), then P(t, T ) satisfies

dP(t, T ) = P(t−, T )

[(
rt + A(t, T ) +

1

2
‖S(t, T )‖2

)
dt + S(t, T )dWt

+

∫

E

(
eD(t,x,T ) − 1

)
µ(dt, dx)

]
,
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where

A(t, T )=−
∫ T

t

α(t, s)ds,

S(t, T )=−
∫ T

t

σ(t, s)ds, (4)

D(t, x, T )=−
∫ T

t

δ(t, x, s)ds.

2.2 Bond Markets, Arbitrage

We now present the framework (Björk, Kabanov and Runggaldier [4]) in which we

will state results concerning the absence of arbitrage in a model of bond prices. It

will be assumed throughout that the filtration F is the natural filtration generated

by W and µ.

A portfolio in the bond market is a pair (g, h), where

1. g is a predictable process.

2. For each ω, t, ht(ω, ·) is a signed finite Borel measure on [t,∞).

3. For each Borel set A the process ht(A) is predictable.

The discounted bond prices P(t, T ) are defined by

P(t, T ) =
P(t, T )

Bt
.

A portfolio (g, h) is said to be feasible if the following conditions hold for every

6



t:

∫ t

0

|gs|ds < ∞,

∫ t

0

∫ ∞

s

|m(s, T )||hs(dT )|ds < ∞,

∫ t

0

∫ ∞

s

∫

E

|n(s, x, T )||hs(dT )|ν(ds, dx) < ∞,

and

∫ t

0

{∫ ∞

s

|v(s, T )||hs(dT )|
}2

ds <∞.

The value process corresponding to a feasible portfolio π = (g, h) is defined by

V π
t = gtBt +

∫ ∞

t

P(t, T )ht(dT ).

The discounted value process is

V
π

t = B
−1
t V π

t .

A feasible portfolio is said to be admissible if there is a number a ≥ 0 such that

V π
t ≥ −a P -a.s. for all t.

A feasible portfolio is said to be self-financing if the corresponding value process

satisfies

V π
t = V π

0 +

∫ t

0

gsdBs +

∫ t

0

∫ ∞

s

m(s, t)P(s, t)hs(dT )ds

+

∫ t

0

∫ ∞

s

v(s, t)P(s, t)hs(dT )dWs

+

∫ t

0

∫ ∞

s

∫

E

n(s, x, T )P(s−, t)hs(dT )µ(ds, dx).

The preceding relation can be interpreted formally as follows:

dV π
t = gtdBt +

∫ ∞

t

ht(dT )dP(t, T ).
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A contingent T-claim is a random variable X ∈ L0
+(FT , P ). An arbitrage portfolio

is an admissible self-financing portfolio π = (g, h) such that the corresponding

value process satisfies

1. V π
0 = 0

2. V π
T ∈ L0

+(FT , P ) with P (V π
T > 0) > 0.

If no arbitrage portfolios exist for any T > 0 we say that the model is arbitrage-

free.

Take the measure P as given. We say that a positive martingale M = {Mt}t≥0

with EP (Mt) = 1 for each t is a martingale density if for every T > 0 the process

{P(t, T )Mt}0≤t≤T ia a P -local martingale. If, moreover, Mt > 0 for all t > 0 we

say that M is a strict martingale density .

We say that that a probability measure Q on (Ω, F ) is a martingale measure if

Qt ∼ Pt and the process {P(t, T )}0≤t≤T is a Q-local martingale for every T > 0.

Here Qt, Pt are the restrictions Q|Ft
and P|Ft

, respectively.

Proposition 2. Suppose that there exists a strict martingale density. Then the
bond market model is arbitrage-free.

We will make the following simplifying assumption:
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Assumption For any positive martingale N = {Nt} with EP (Nt) = 1 there

exists a probability measure Q on
⋃

t≥0 Ft such that Nt = dQt/dPt.

The following results relate the coefficients in (2) and (3) with a model free of

arbitrage.

Theorem 1. Let the bond price dynamics be given by (2). There exists a
martingale measure if and only if the following conditions hold:

(i) There exists a predictable process φ and a P̃-measurable function Y (ω, t, x)
with Y > 0 satisfying

∫ t

0

‖φs‖2ds < ∞,

∫ t

0

∫

E

|Y (s, x) − 1|F (dx)ds < ∞.

and such that EP (E (L)t) = 1 for all finite t, where the process L is defined
by

L = φ · W + (Y − 1) ∗ (µ − ν).

(ii) For all T > 0, and t ∈ [0, T ] we have

m(t, T ) + φtv(t, T )T +

∫

E

Y (t, x)n(t, x, T )F (dx) = rt. (5)

The following theorem gives a similar result when we consider the forward rate

dynamics.

Theorem 2. Let the forward rate dynamics be given by (3). There exists a
martingale measure if and only if the following conditions hold:

(i) There exists a predictable process φ and a P̃-measurable function Y (ω, t, x)
with Y > 0 satisfying

∫ t

0

‖φs‖2ds < ∞,

∫ t

0

∫

E

|Y (s, x) − 1|F (dx)ds < ∞.

and such that EP (E (L)t) = 1 for all finite t, where the process L is defined
by

L = φ · W + (Y − 1) ∗ (µ − ν).
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(ii) For all T > 0, and t ∈ [0, T ] we have

A(t, T ) +
1

2
‖S(t, T )‖2 + φtS(t, T )T +

∫

E

Y (t, x)

(
eD(t,x,T ) − 1

)
F (dx) = 0,

where A, S and D are defined in (4).

3 Semimartingales with Independent Increments

In this short section we state a characterization of semimartingales with indepen-

dent increments. These results will be used in the following section to establish

the connection with Lévy processes.

Theorem 3. Let X be a d-dimensional process with independent increments.
Then X is also a semimartingale if and only if, for each u ∈ Rd, the function
t 7→ g(u)t := E(exp iu · Xt) has finite variation over finite intervals.

Theorem 4. Let X be a d-dimensional semimartingale with X0 = 0. Then it
is a process with independent increments if and only if there is a version (B, C, ν)
of its characteristics that is deterministic. Furthermore, in this case, with J =
{t : ν({t} × R

d) > 0} and for all s ≤ t, u ∈ R
d we have:

E(eiu·(Xt−Xs)) = exp

[
iu · (Bt − Bs) −

1

2
u · (Ct − Cs) · u

+

∫ t

s

∫

Rd

(eiu·x − 1 − iu · h(x))1Jc(r)ν(dr, dx)

]

×
∏

s<r≤t

{
e−iu·∆Br

[
1 +

∫
(eiu·x − 1)ν({r} × dx)

]}
.

(6)

Corollary 1. A d-dimensional semimartingale X is a process with stationary
independent increments if and only if it is a semimartingale admitting a version
(B, C, ν) of its characteristics that has the form

Bt(ω) = bt, Ct(ω) = ct, ν(ω; dt, dx) = dt K(dx)

where b ∈ Rd, c is a symmetric nonnegative d× d matrix, K is a positive measure
on R

d that integrates (|x|2 ∧ 1) and satisfies K({0}) = 0.
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4 Construction of a Driving Process

In this section we develop a description of the type of processes we propose for fi-

nancial applications. The approach is from specific to general. Infinitely divisible

distributions extend quite naturally to additive and Lévy processes in law. Once

a cádlág modification is chosen, this is seen to be a special case of our general

approach in terms of semimartingales. We adopt the results and notation of K.

Sato’s beautiful book [18].

4.1 Infinitely Divisible Distributions

The class of infinitely divisible distributions arise naturally in a financial context.

Below we define the class membership. Roughly speaking, a random variable

follows an infinitely divisible distributions if it can be considered to be the sum

of independent innovations. Asset returns, for example, are the accumulation

of the returns accrued in non-overlapping time intervals. This class generalizes

the Gaussian distribution to allow heavy tails and skewness (Shiryaev [21], Nolan

[15]), and is the only class that contains the limit distributions of sums of iid

random variables.

A probability measure µ on Rd is infinitely divisible if for any positive integer n,

there is a probability measure µn on Rd such that µ = µn∗
n , where µn∗ denotes the

n-fold convolution of µ with itself.
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We begin our discussion with the Lévy-Khintchine representation of the charac-

teristic function µ̂(z) =
∫

ei〈z,x〉µ(dx), z ∈ Rd of µ.

Theorem 5. (i) Let D = {x ∈ Rd : |x| ≤ 1}. If µ is an infinitely divisible
distribution on Rd then

µ̂(z) = exp

[
−1

2
〈z, Az〉 + i〈γ, z〉

+

∫

Rd

(ei〈z,x〉 − 1 − i〈z, x〉1D(x))ν(dx)

]
, z ∈ R

d

(7)

where A is a symmetric nonnegative-definite d× d matrix, γ ∈ R
d, and ν is

a measure on Rd satisfying

ν({0}) = 0 and

∫

Rd

(|x|2 ∧ 1)ν(dx) < ∞. (8)

(ii) The representation of µ̂(z) in (i) by γ ∈ R
d, A and ν is unique.

(iii) Conversely, if γ ∈ R
d, A is a symmetric nonnegative-definite d × d ma-

trix, and ν is a measure satisfying (8), then there is an infinitely divisible
distribution µ whose characteristic function is given by (7).

As stated earlier, the motivation for describing a semimartingale in terms of char-

acteristics was to generalize the generating triplet (γ, A, ν) for the infinitely di-

visible distribution µ. Here we start with an infinitely divisible distribution and

develop a process and its characteristics in parallel, in order to adapt it to our

general framework as a driving process.

The representation (7) can be rewritten in terms of another truncation function

c(x) in place of 1D(x). Given a particular Lévy measure, we may be able to

simplify the integrand in (7) by choosing an appropriate c(x) while still ensuring
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that the integral is finite. In fact, if c : R
d → R is a measurable function such

that

∫

Rd

(ei〈z,x〉 − 1 − i〈z, x〉c(x))ν(dx) < ∞ (9)

for every z ∈ Rd then rearranging terms in (7) we obtain

µ̂(z) = exp

[
−1

2
〈z, Az〉 + i〈γc, z〉

+

∫

Rd

(ei〈z,x〉 − 1 − i〈z, x〉c(x))ν(dx)

]
,

(10)

with γc ∈ Rd defined by

γc = γ +

∫

Rd

x(c(x) − 1D(x))ν(dx).

The representation (γc, A, ν) implied by (10) will also be called the generating

triplet for µ. Note that the components A and ν are independent of the choice of

c.

If
∫
|x|≤1

|x|ν(dx) < ∞ then (9) is satisfied with c ≡ 0 and we obtain the represen-

tation (γ0, A, ν):

µ̂(z) = exp

[
−1

2
〈z, Az〉 + i〈γ0, z〉 +

∫

Rd

(ei〈z,x〉 − 1)ν(dx)

]
, (11)

Likewise, if
∫
|x|>1

|x|ν(dx) < ∞ we obtain the representation (γ1, A, ν) from (10)

with c ≡ 1.

13



4.2 Lévy Processes

An Rd-valued stochastic process {Xt}t≥0 defined on a probability space (Ω, F , P )

is said to be an additive process in law if each of the following conditions hold.

1. X has the independent increments property.

2. X0 = 0 a.s.

3. X is stochastically continuous.

An additive process in law with the stationary increments property is said to be

a Lévy process in law. An additive (Lévy) process in law which is cádlág is called

an additive (Lévy) process. An R-valued increasing Lévy process is said to be a

subordinator.

The following two results establish the correspondence between a family of in-

finitely divisible distributions and additive processes in law. Then the associated

family of generating triplets offers a natural representation for the corresponding

process. Later this will be seen to be a special case of the characteristics described

in the context of semimartingales. However, we will need a restriction to ensure

that an additive process is a semimartingale. In the case of a Lévy process, no

restriction is needed.

Theorem 6. (i) Let {Xt}t≥0 be an Rd-valued additive process in law and,
for 0 ≤ s ≤ t < ∞, let µs,t be the distribution of Xt − Xs. Then µs,t is
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infinitely divisible and

µs,t ∗ µt,u = µs,u for 0 ≤ s ≤ t ≤ u < ∞,

µs,s = δ0 for 0 ≤ s < ∞,

µs,t → δ0 as s ↑ t,

µs,t → δ0 as t ↓ s.

(ii) Conversely, if {µs,t}0≤s≤t<∞ is a system of probability measures on Rd sat-
isfying the properties in (i), then there is an additive process in law {Xt}t≥0

such that for 0 ≤ s ≤ t < ∞, Xt − Xs has the distribution µs,t.

(iii) If {Xt} and {X ′
t} are R

d-valued additive processes in law such that Xt
d
= X ′

t

for any t ≥ 0, then {Xt} and {X ′
t} are identical in law.

Theorem 7. (i) Suppose that {Xt}t≥0 is an Rd-valued additive process in
law. Let (γ(t), At, νt) be the generating triplet of the infinitely divisible dis-
tribution µt = PXt

for t ≥ 0. Then the following conditions are satisfied.

(a) γ(0) = 0, A0 = 0, ν0 = 0.

(b) If 0 ≤ s ≤ t < ∞, then 〈z, Asz〉 ≤ 〈z, Atz〉 for z ∈ Rd and νs(B) ≤
νt(B) for B ∈ B(Rd).

(c) As s → t in [0,∞), γ(s) → γ(t), 〈z, Asz〉 → 〈z, Atz〉 for z ∈ Rd, and
νs(B) → νt(B) for B ∈ B(Rd) with B ⊂ {x : |x| > ǫ}, ǫ > 0.

(ii) Let {µt}t≥0 be a system of infinitely divisible probability measures on Rd with
generating triplets (γ(t), At, νt) satisfying (1)-(3) Then there exists, uniquely
up to identity in law, an Rd-valued additive process in law such that PXt

= µt

for t ≥ 0.

Let {Xt} be an Rd-valued additive process in law. Let (γt, At, νt) be its system of

generating triplets. Construct the measure ν̃ on [0,∞) × Rd such that

ν̃([0, t] × B) = νt(B), for t ≥ 0 and B ∈ B(Rd) (12)

by defining a set function as in (12) on the field of sets [0, t] × B with t ≥ 0 and

B ∈ B(Rd), and then extending to the σ-field which is equivalent to the Borel

15



σ-field of [0,∞) × R
d. By Theorem 7(i) and (12) it follows that the following

statements hold.

ν̃({t} × R
d) = 0 for t ≥ 0, (13)

∫

[0,t]×Rd

(1 ∧ |x|2)ν̃(ds, dx)<∞ for t ≥ 0. (14)

Conversely, if a measure ν̃ satisfies (13) and (14) then for each t ≥ 0, the Lévy

measure νt defined by (12) satisfies the conditions in Theorem 7(i).

The following result implies that we can choose a modification {X ′
t} of {Xt} that

is an additive process.

Theorem 8. Let {Xt} be an an Rd-valued additive or Lévy process in law.
Then it has a cádlág modification.

Since our interest is in semimartingales, by virtue of Theorem 3 we require {X ′
t}

to be such that the function t 7→ P̂Xt
has finite variation over finite intervals.

Hence by Theorems 3 and 4 with ν̃ in (6), we identify {X ′
t} to be the semimartin-

gale with characteristics (γt, At, ν̃(ds, dx)). Since we have defined processes in this

section to be stochastically continuous, then the last term in (6) is equal to 1 and

the set J = ∅. The same conclusion also follows from (13).

If the additive process {X ′
t} has the stationary increments property (i.e. a Lévy

process), then the condition in Theorem 3 is satisfied and it follows from Corollary

1 that its set of characteristics is (tγ, tA, tν1(dx)). Conversely, given an infinitely

16



divisible distribution µ on R
d with generating triplet (γ, A, ν), define the system

of measures {µs,t}0≤s≤t<∞ by the system of generating triplets

((s − t)γ, (s − t)A, (s − t)ν). It follows easily from the representation

µ̂s,t(z) = exp

[
(t − s)

(
−1

2
〈z, Az〉 + i〈γ, z〉

+

∫

Rd

(ei〈z,x〉 − 1 − i〈z, x〉1D(x))ν(dx)

)] (15)

for 0 ≤ s ≤ t < ∞ and z ∈ Rd, that the conditions listed in Theorem 6 are

satisfied. Then there is an additive process Y such that Yt − Ys has distribution

µs,t and which, in this case, has the stationary increments property. In the sequel

we will construct Lévy processes by stipulating that its increments are described

by a given infinitely divisible distribution.

4.3 Subordination of Lévy Processes

Now we shall construct a driving process by the method of subordination. This

can be seen as a generalisation of our model by substituting the physical time,

indexed by t, with an increasing non-negative Lévy process. The resulting process

XT is said to be subordinated to the noise process X by the subordinator T . In

what follows we will specify a subordinator to be the Lévy process whose incre-

ments follow a given non-negative infinitely divisible distribution. Subordination

can be interpreted as a transformation of the physical time to the “intrinsic time”

of the underlying market. In other words, T will rescale the time axis to model

periods of high or low business activity. T (t) is interpreted as a measure of the
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cumulative trading volume up to the physical time t (Hurst, Platen, Rachev [10]).

Our goal is to construct the set of characteristics of the subordinated process in

terms of the characteristics of the two component processes. Madan and Seneta

[13] developed the Variance Gamma (VG) process by subordinating a Brownian

motion with a gamma process for stock prices. Hurst, Platen and Rachev [10] used

an α/2-stable subordinator with a Brownian motion. These will be presented as

examples of our methodology.

Rachev, Mittnik [16] studied the USD-CHF exchange rate using a subordinated

model Zt = S(Tt). They gathered a data sample of N = 128400 spanning the

period of 499 business days from 20 May 1985 to 20 May 1987. The average

time between observations is 2 minutes, 6 seconds. Denote by pbid(t) and pask(t),

respectively, the bid and ask quote at time t for the exchange rate. For each

i = 1, . . . , N the ith observation x(ti) is the logarithmic price at time ti, defined

by

x(ti) =
log pbid(ti) + log pask(ti)

2
.

Note that the set {x(t) : t ∈ {ti : 1 ≤ i ≤ N}} can be regarded as a sample path of

the price process in physical time {(Zt)}. On the other hand, {x(ti) : 1 ≤ i ≤ N}

can be regarded as a sample path of the price process in intrinsic time {S(t)}.
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Define the return r(ti; ∆t) at time ti over the period ∆t by

r(ti; ∆t) = x(ti) − x(ti − ∆t).

Note that the quantities x(ti)−x(ti−k), i.e. the returns at k-quote frequency, can be

interpreted as price change in physical time or as price change in intrinsic (quote)

time. The probabilistic structure of the process S(t) was studied by estimating the

pdf of the returns in intrinsic time. A stable model with an estimated α = 1.716

provided an excellent fit for the returns at the 4-quote frequency. Given the

average time elapsed between quotes, the relationship ti − tk ≈ 2(i − k) for i > k

was used to study the processes T and Z at the corresponding physical time scale.

Define the market time process T̂ by

T̂ (t) =

N∑

i=1

1[ti,∞)(t), t ≥ 0.

Then T̂ (t) is the number of transactions up to time t, and T̂ (ti) = i. The estimated

pdf for the 8-minute time increments T̂ (t) − T̂ (t − 8) was studied to determine

a model for the process T . The Weibull distribution provided the best fit. The

Gamma distribution, which is infinitely divisible, also offered a good fit. In both

cases the process {S(Tt)} subordinated to the α-stable process S can be described

in terms of stable distributions. On the other hand, the price process in physical

time Z was similarly studied for 8-minute increments and obtained a stable fit

with α = 1.3745.
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For any Lévy process X in this section it will be assumed that for every ω, X(ω)

is cádlág and X0(ω) = 0. Let X and T be independent Lévy process defined on

a stochastic basis (Ω, F ,F, P ). We begin by specifying the characteristics of a

subordinator (see Sato [18]).

Theorem 9. Let {Tt}t≥0 be a subordinator with Lévy measure ρ, drift β0, and
let λ = PZ1. Its second characteristic is zero and its Laplace transform is given
by

E[e−uZt ] =

∫

[0,∞)

e−usλt(ds) = etΨ(−u), u ≥ 0,

where for any complex w with Re w ≤ 0,

Ψ(w) = β0w +

∫

(0,∞)

(ews − 1)ρ(ds)

with

β0 ≥ 0 and

∫

(0,∞)

(1 ∧ s)ρ(ds) < ∞.

Note that the theorem implies that a subordinator can only display jumps in the

positive direction. This is obviously necessary, since we cannot go backwards in

time. Moreover, the diffusion component has to be zero since otherwise there will

be a negative change over any interval with positive probability.

The following result gives the characteristics of the subordinated process.

Theorem 10. Let {Tt}t≥0 be a subordinator with Lévy measure ρ, drift β0, and
PT1 = λ. Let {Xt} be an Rd-valued Lévy process with generating triplet (γ, A, ν)
and let µ = PX1. Suppose that {Xt} and {Tt} are independent. Define

Y (ω) = XTt(ω)(ω), t ≥ 0.
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Then {Yt} is a Lévy process and

P [Yt ∈ B] =

∫

[0,∞)

µs(B)λt(ds), B ∈ B(Rd).

The generating triplet (γ′, A′, ν ′) of {Yt} is as follows:

γ′ =β0γ +

∫

(0,∞)

ρ(ds)

∫

|x|≤1

xµs(dx),

A′ =β0A,

ν ′(B) =β0ν(B) +

∫

(0,∞)

µs(B)ρ(ds), B ∈ B(Rd\{0}). (16)

4.3.1 Example: Variance-Gamma Process

We will now apply the previous result to obtain the characteristics for the Variance

Gamma (VG) process (Madan, Seneta [13]). To this end, we first introduce the

subordinator T which we define as the Lévy process such that

Tt+s − Tt ∼ Γ

(
s

µ
,
1

µ

)
(17)

where Γ(c, α) is the gamma-distribution with density

αc

Γ(c)
xc−1e−αx, x > 0 for c > 0, α > 0. (18)

Lemma 1. The generating triplet for the Γ(c, α) distribution is (0, 0, ρ), where
the Lévy measure ρ is given by

ρ(dx) = cx−1e−αxdx, x > 0. (19)

It follows that the Γ-subordinator {Tt} has characteristics (0, 0, tρ), with c = 1/µ

and α = 1/µ.
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Proof. Let µ be the probability measure with density (18). Denote its Laplace

transform by Lµ(u). Then

Lµ(u) =
(
1 +

u

α

)−c

, u ≥ 0. (20)

We will now see that

Lµ(u) = exp

[
c

∫ ∞

0

(eux − 1)
e−αx

x
dx

]
. (21)

In fact,

log(1 + α−1u)=

∫ u

0

dy

α + y
=

∫ u

0

dy

∫ ∞

0

e−αx−yxdx

=

∫ ∞

0

e−αx

(
e−ux − 1

−x

)
dx,

so that (21) now follows from (20).

For w ∈ C, define Φ(w) =
∫∞

0
ewxµ(dx). Observe that Φ is analytic on {Re w < 0},

continuous on {Re w ≤ 0} and equal to Lµ(u) for w = −u < 0. Then Φ can be

extended such that

Φ(w) = exp

[
c

∫ ∞

0

(ewx − 1)
e−αx

x
dx

]
, Re w ≤ 0.

For z ∈ R, it follows that

µ̂(z) = Φ(iz) = exp

[
c

∫ ∞

0

(eizx − 1)
e−αx

x
dx

]
,
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and that the generating triplet of µ is (0, 0, ρ) with ρ(dx) given by (19). �

We state the following result for future reference. Let Kν denote the modified

Bessel function of the third kind with index ν (see, e.g., Watson [22]).

Lemma 2. (Watson [22], p.80, 183)

Kp(x) =
1

2

(x

2

)p
∫ ∞

0

e−t−x2/(4t)t−p−1dt, x > 0, p ∈ R, (22)

Kn+ 1
2
(x) =

√
π/2x−1/2e−x

(
1 +

n∑

i=1

(n + i)!

(n − i)!i!
(2x)−i

)
, x > 0, n ∈ N. (23)

Let X be the process defined by Xt = σWt + θt where W is a standard Brownian

motion and σ > 0, θ ∈ R are volatility and drift parameters, respectively. The

Variance Gamma process (VG) is defined as the process Y subordinated to X by

the Γ-subordinator T . Equivalently,

Yt := XT (t) = σWT (t) + θT (t).

By Theorem 10 the VG process has characteristics (tβ, 0, tν) for some β ∈ R and

ν given by (16), which we compute as follows:

ν(dx) =

∫ ∞

0

P s
σW1+θ(dx)cs−1e−αsds

=
c√
2πσ

dx

∫ ∞

0

e−
(s−θs)2

2σ2s s−3/2e−αsds

=
c√
2πσ

exθ/σ2

dx

∫ ∞

0

s−3/2 exp

[
−
(

α +
θ2

2σ2

)
s −

(
x2

2σ2

)
1

s

]
ds.
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Using (22) and the change of variable s′=βs with β =
(
α + θ2

2σ2

)
, the last integral

is equal to

K 1
2

(√
2x2β/σ2

)


1

2

(√
2x2β/σ2

2

)1/2



−1

.

Now using (23) with n = 0, it follows that

ν(dx) =
c

|x|e
xθ/σ2

e−
|x|
σ

√
2βdx,

and substituting c = 1/µ, α = 1/µ, we conclude that

ν(dx) =
1

|x|µ exp

(
xθ

σ2
− |x|

σ

√
2

µ
+

θ2

σ2

)

dx, −∞ < x < ∞.

4.3.2 Example: Subordination of Brownian Motion by α/2-Stable

Using the same procedure, we now compute the characterization of the process

subordinated to Brownian motion by the stable subordinator (Hurst, Platen,

Rachev [10]). Define the subordinator T to be the Lévy process such that

Tt+s − Tt ∼ Sα/2(cs
α/2, 1, 0), c > 0, s, t ≥ 0.

where Sα/2(cs
α/2, 1, 0) is the α/2-stable distribution (Samorodnitsky, Taqqu [17])

with characteristic function

exp
{
−scα/2|z|α/2

(
1 − i tan

(πα

4

)
sgn z

)}
, z ∈ R. (24)
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In order to obtain the set of characteristics for T , we will use the following results

(Sato [18]).

Lemma 3. Let µ be an infinite divisible distribution on Rd with characteristics
(β, A, ν). Then µ is α-stable if and only if A = 0 and there is a finite measure λ
on S = {x ∈ R

d : |x| = 1} such that

ν(B) =

∫

S

λ(dξ)

∫ ∞

0

1B(rξ)
dr

r1+α
, B ∈ B(Rd). (25)

Lemma 4. Let µ be a non-trivial α-stable distribution on R
d with 0 < α < 2

and Lévy measure ν. Then
∫
{|x|≤1} |x|ν(dx) is finite if and only if α < 1. Also,∫

{|x|>1} |x|ν(dx) is finite if and only if α > 1. The mass of ν is always infinite.

Lemma 5. The generating triplet of the α/2-stable distribution defined in (24)
is (0, 0, ρ), where

ρ(dr) =
λ dr

r1+α/2
, r > 0 (26)

with

λ =
−cα/2

Γ
(
−α

2

)
cos(απ

4
)
. (27)

It follows that the α/2-stable subordinator {Tt} has characteristics (0, 0, tρ).

Proof. In what follows, the Γ-function is extended from (0,∞) to any s ∈ R with

s 6= 0,−1,−2, · · · by Γ(s + 1) = sΓ(s). The following auxiliary result will be

used:

∫ ∞

0

(ewr − 1)
dr

r1+α′ = Γ(−α′)(−w)α′

for α′ ∈ (0, 1), (28)

which is valid for w 6= 0 complex such that Re w ≤ 0. Indeed, both sides of (28)
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are analytic on {w : Re w < 0} and continuous on {w : Rew ≤ 0, w 6= 0}. Since

∫ ∞

0

(e−ur − 1)
dr

r1+α′ = −
∫ ∞

0

∫ r

0

u e−uydy
dr

r1+α′

= − u

α′

∫ ∞

0

e−uyy−α′

dy

=
Γ(1 − α′)

−α′ uα′

= Γ(−α′)uα′

for u > 0,

then (28) holds for real w = −u < 0. Hence it also holds on {w : Rew ≤ 0, w 6=

0}. Since d = 1, observe that if 1B(rξ) > 0 in (25) then ξ ∈ {−1, 1}. Then (25)

reduces to

ρ(B) = λ−1

∫ ∞

0

1B(−r)
dr

r1+α/2

+λ1

∫ ∞

0

1B(r)
dr

r1+α/2
for B ∈ B(R),

(29)

where λj := λ({j}) ≥ 0 and j ∈ {−1, 1} such that λ−1 + λ1 > 0. It follows from

Lemma 3, Lemma 4, and (11) that the characteristic function of µ is of the form

log µ̂(z) =

∫

R

(
eizx − 1

)
ρ(dx) + iγ0z, z ∈ R. (30)

We shall now compute the integral in (30) with ρ defined by (29). Let α′ = α/2.

Choose the branch (−w)α′
= |w|α′

eiα′arg(−w) with arg(−w) ∈ (−π, π] in (28),
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implying that

∫ ∞

0

(
eizr − 1

) dr

r1+α′ = Γ(−α′)|z|α′

exp

(
−i

πα′

2
sgn(z)

)

= Γ(−α′)|z|α′

cos

(
πα′

2

)[
1 − i tan

(
πα′

2

)
sgn(z)

]
.

Hence the integral in (30) with (29) is equal to

Γ(−α′)|z|α′

cos

(
πα′

2

)

×
{

λ−1

[
1 − i tan

(
πα′

2

)
sgn(−z)

]
+ λ1

[
1 − i tan

(
πα′

2

)
sgn(z)

]}

= Γ(−α′)|z|α′

cos

(
πα′

2

)

× (λ1 + λ−1)

{
1 − i

(
λ1 − λ−1

λ1 + λ−1

)
tan

(
πα′

2

)
sgn(z)

}
.

From the uniqueness in the Lévy-Khintchine representation it now follows from

(24) and (30) that λ−1 = 0, λ1 = λ as defined in (27), and γ0 = 0. Therefore (30)

simplifies to

log µ̂(z) = λ

∫ ∞

0

(
eizr − 1

) dr

r1+α/2
, z ∈ R,

from which (26) immediately follows. �

From Theorem 10 the process {WT (t)} subordinated to Brownian motion has char-
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acteristics (0, 0, tν) with ν given by (16). Therefore we conclude that

ν(dx) =

∫ ∞

0

P s
W1

(dx)
λ ds

s1+α/2

=
λ√
2π

∫ ∞

0

s−
3+α

2 e−x2/2sds dx

=
λ 2α/2

√
π

Γ

(
α + 1

2

)
dx

|x|1+α
, −∞ < x < ∞.

4.3.3 Example: Subordination of α-Stable by Gamma

Motivated by the results in Hurst, Platen, Rachev [10] cited in Section 4.3, we

provide an expression for the characteristics of the subordination of the α-stable

Lévy process with 1 < α < 2 by the Γ subordinator. Although the stable dis-

tribution is absolutely continuous with respect to Lebesgue measure, there is no

known closed-form expression for the pdf valid for a range of values of α. We

will then leave the Lévy measure expressed in terms of the series representation

of the pdf (see [6]). To this end, we begin with the following representation for

the characteristic function of the α-stable distribution on R.

Theorem 11. Let 0 < α ≤ 2. If µ is an α-stable distribution on R, then

µ̂(z) = exp(−c1|z|αe−i(π/2)θα sgn z), (31)

where c1 > 0 and θ ∈ R with |θ| ≤ (2−α
α

∧1). The parameters c1 and θ are uniquely
determined by µ. Conversely, for any c1 and θ, there is an α-stable distribution
µ satisfying (31).

Denote the parameters in (31) by (α, θ, c1)Z and denote the density of µ by

p(x; (α, θ, c1)Z).
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Theorem 12. The density for the distribution µ on R defined in (31) with
1 < α < 2 is given by

p(x; (α, θ, c1)Z)= c
−1/α
1 p(c

−1/α
1 x; (α, θ, 1)Z) for x > 0

and p(x; (α, θ, c1)Z)= p(−x; (α,−θ, c1)Z) for x < 0,

where

p(x; (α, θ, 1)Z) =
1

πx

∞∑

k=1

Γ(1 + k/α)

k!
(−x)k sin

(
kπ

2
(θ − 1)

)
, x > 0.

Let T be the Γ(γ, β)-subordinator (19). Let X be the Lévy process such that

X1 is α-stable with parameters c1, θ in the representation (31). Then the Lévy

measure ν of the subordinated process XT is

ν(dx) =

∫ ∞

0

P s
X1

(dx)γs−1e−βsds

= γc
−1/α
1 dx

∫ ∞

0

p′(s, x)e−βs ds

s1+1/α
,

where

p′(s, x) =

[
p
(
− (sc1)

−1/αx;(α,−θ, 1)Z

)
1(−∞,0)(x)

+ p
(
(sc1)

−1/αx; (α, θ, 1)Z

)
1(0,∞)(x)

]
.

5 Concluding Remarks

We have presented a summary of our earlier work regarding term structure mod-

els, where we expressed the results in terms of the characteristics of the driving

process. Here we have described a methodology for constructing Lévy processes
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as potential drivers for our model. To illustrate, we derived the characteristics of

some processes from the literature with infinite Lévy measure.
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